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Social exclusion, paranoia, and self-esteem

Abstract

**Background and Objectives:** The relationship between self-esteem and paranoia may be influenced by social stress. This study aimed to replicate previous research on the impact of social exclusion on paranoia and self-esteem in a non-clinical sample and to extend this work by examining the effect of exclusion on self-esteem at the ‘implicit’ level.

**Methods:** Non-clinical participants ($N = 85$) were randomly allocated to the Inclusion or Exclusion condition of a virtual ball-toss game (‘Cyberball’). They completed self-report measures of state paranoia and self-esteem, and two implicit measures of self-esteem – the Implicit Association Task (IAT) and Implicit Relational Assessment Procedure (IRAP) – prior to and after exposure to Cyberball.

**Results:** Social exclusion increased state paranoia. This effect was moderated by distress associated with trait paranoia. Exclusion was also associated with decreased self-reported self-esteem, as well as reduced implicit self-esteem on the IAT. Changes in self-reported self-esteem were associated with state paranoia at post-Cyberball. The IRAP indicated that reductions in implicit self-esteem may be due to increases in ‘Me-Negative’ and ‘Others-Positive’ biases (rather than reductions in ‘Me-Positive’ bias).

**Limitations:** The current study involved a non-clinical sample and so findings cannot be generalized to clinical paranoia.

**Conclusions:** These findings are consistent with previous evidence that paranoia is associated with negative self-evaluations, whereas positive self-evaluations can persist in paranoia. They also provide support for the suggestion that investigations of self-esteem in paranoia should extend beyond global self-esteem and might benefit from a distinction between positive and negative components.
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1. Introduction

Paranoia involves the belief that harm is occurring or will occur and that a perceived persecutor is deliberately trying to cause harm (Freeman & Garety, 2000). It is considered a complex multi-dimensional phenomenon involving a continuum from normal human experience to persecutory delusions at the extreme end (e.g., Freeman et al., 2005; Peters, Joseph, Day, & Garety, 2004). Self-esteem has been implicated in a number of prominent theories of the development and maintenance of paranoia, and there is some evidence in this regard. For example, individuals diagnosed with persecutory delusions, as well as those with paranoia-proneness, are characterized by low and fluctuating self-esteem (Kesting & Lincoln, 2013; Tiernan, Tracey, & Shannon, 2014). Furthermore, there is evidence that reduced self-esteem precedes increases in state paranoia (e.g., Thewissen, Bentall, Lecomte, van Os, & Myin-Germeys, 2008). To account for this relationship, Bentall and colleagues (1994; 2001) proposed that individuals with paranoia attribute negative events externally and personally in order to preserve self-esteem. In contrast, Freeman and colleagues argued that paranoid beliefs directly reflect emotional concerns and negative self-concepts (e.g., self as vulnerable; Freeman et al., 2002; Freeman & Garety, 2014).

A number of researchers have investigated the relationship between paranoia and self-esteem in non-clinical samples by examining the putative role of social exclusion induced through a virtual ball toss game (‘Cyberball’; Williams, Cheung, & Choi, 2000), in which participants are either included or excluded by other (computer-generated) ‘players’ (e.g., Westermann, Kesting, & Lincoln, 2012; Kesting, Bredenpohl, Klenke, Westermann, & Lincoln, 2013; Lincoln, Stahnke, & Moritz, 2014). For example, Kesting et al. (2013) found that excluded participants reported an increase in sub-clinical paranoia, which was mediated
by a decrease in self-esteem and moderated by paranoia-proneness. These findings suggest that the experimental induction of social stress, as in Cyberball, may be useful in studying possible relationships among aversive interpersonal experiences, paranoia, and self-esteem by allowing us to investigate the potential causal role of adverse social events on paranoia, self-esteem, and the relationship between them.

1.1. Measuring self-esteem

Several factors should be considered when measuring self-esteem in the experimental induction of social stress. First, while much previous research has focused on global self-esteem (see Kesting & Lincoln, 2013), Barrowclough et al. (2003) emphasized the distinction between positive and negative components because “individuals may hold both strong positive and strong negative views about the self at the same time, with the two dimensions not only making independent contributions to global self-esteem, but also making separate contributions to behavior and affect” (p. 93). Indeed, the review by Kesting and Lincoln indicated that both persecutory delusions in clinical samples and paranoid ideation in the general population are associated with specific negative self-evaluations; while positive self-evaluations are maintained, or are at least less impaired, in clinical samples. To date, only global self-esteem, rather than positive and negative self-evaluations, has been investigated using Cyberball.

Second, self-report methods rely on an individual’s ability to access their feelings and on their willingness to report them (Nisbett & Wilson, 1977; Ross & Nisbett, 1991), and thus are susceptible to response biases (e.g., self-presentation), particularly on socially or personally sensitive topics (see Greenwald, Poehlman, Uhlmann, & Banaji, 2009). Measuring ‘automatic’ or ‘implicit’ cognitions may help circumvent such biases (see Greenwald et al., 2002). This can be achieved using implicit measures, such as the Implicit Association Task.
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(IAT; Greenwald, McGhee, & Schwartz, 1998) that place participants under time pressure and therein capture ‘automatic’ responding.

1.2. Implicit self-esteem

The widely used ‘self-esteem IAT’ (Greenwald & Farnham, 2000) assesses the relative strength of associations of two contrasted construct categories (e.g., ‘Me’ versus ‘Others’) with two contrasted attribute categories (e.g., ‘Positive’ versus ‘Negative’). Participants are required to respond as quickly as possible in accordance with two separate construct-attribute associations by mapping one of each onto the same response keys. On one block of trials, participants are required to categorize ‘Me’ with ‘Positive’ and ‘Others’ with ‘Negative’ (hypothesized as ‘consistent’ with a typical learning history). On an alternative block of trials, participants must categorize ‘Me’ with ‘Negative’ and ‘Others’ with ‘Positive’ (‘inconsistent’ with typical learning). Faster responding on consistent (‘Me’ with ‘positive’) than inconsistent (‘Me’ with ‘negative’) blocks indicates positive implicit self-esteem.

Despite its widespread use, the IAT has limitations, especially as a measure of implicit self-esteem. First, it juxtaposes self and others as contrast categories, thus rendering it impossible to explore self-based associations independently (Karpinski, 2004; although see Pinter & Greenwald, 2005). Thus, the effect obtained does not specify whether the stronger self-positive association represents a ‘Me-Positive’ bias, an ‘Others-Negative’ bias, or some combination of these. Second, the IAT does not capture the nature of an association (e.g., ‘Me-Positive’ could in principle be ‘Me’-same as-‘Positive’ or ‘Me’-opposite to-‘Positive’) and thus can only be deemed an indirect measure of potential underlying self-evaluations.

The Implicit Relational Assessment Procedure (IRAP; Barnes-Holmes et al., 2006) is an alternative measure that may offer some advantages over the IAT. The IRAP is based on a modern behavioral account of human language and cognition called Relational Frame Theory (RFT; Hayes, Barnes-Holmes, & Roche, 2001), which argues that the core functional units of
language are relational. Thus, the IRAP focuses on specific relations (e.g., opposition, or comparison) between stimuli, rather than associations (see Hughes, Barnes-Holmes, & DeHouwer, 2011; Hughes, Barnes-Holmes, & Vahey, 2012). While the IAT and IRAP both require participants to respond quickly and accurately in ways deemed consistent or inconsistent with their previous learning histories, the format of IRAP trials is different from the IAT. Consider the following ‘self-esteem’ IRAP, for example. On each trial, one of two label stimuli (e.g., ‘Me’, ‘Others’) is presented top-screen with, for example, either a positive (e.g., ‘good’, ‘friendly’) or negative (e.g., ‘bad’, ‘rejected’) target stimulus presented center-screen. Participants must then choose one of two response options (e.g., ‘Similar’, ‘Opposite’) presented left and right bottom-screen. Hence, responding on consistent trials might involve selecting ‘Me-Positive-Similar’, while responding on inconsistent trials might involve selecting ‘Me-Positive-Opposite’. This format generates four individual trial-types which are considered four metrics of the individual relational responses that comprise a self-esteem bias (‘Me-Positive’, ‘Me-Negative’, ‘Others-Positive’, ‘Others-Negative’), unlike the IAT’s single metric. This enhanced specificity may be useful in distinguishing between the positive and negative self-evaluations in global self-esteem.

The IRAP has been increasingly used in experimental-clinical research and has provided some important insights (see Vahey, Nicholson, & Barnes-Holmes, 2015, for a meta-analysis). For example, Remue, DeHouwer, Barnes-Holmes, Vanderhasselt, and De Raedt (2013) found that individuals with self-reported dysphoria had lower actual self-esteem and higher ideal self-esteem than controls. Such research highlights the utility of the IRAP in parsing out how self-concepts may be related to clinically-relevant phenomena. Furthermore, some studies have demonstrated that the IRAP may capture subtle changes in responding following a brief intervention (e.g., Hooper, Villatte, Neofotistou, & McHugh,
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2010; Kishita, Muto, Ohtsuki, & Barnes-Holmes, 2014), making it well suited for the current study, which examined the effects of a particular environmental manipulation on self-esteem.

1.3. The current study

The aim of this study was to investigate the influence of an adverse interpersonal event (social exclusion) on state paranoia and self-esteem, and to assess the relationship between these two variables in this context by replicating previous research on this topic (e.g., Kesting et al., 2013). It was hypothesized that exclusion would be associated with increased state paranoia and that this would be moderated by trait paranoia. That is, we anticipated that individuals with a history of responding to adverse experiences in a paranoid manner (i.e., paranoia-prone) would be more likely to do so in the current context. It was also hypothesized that changes in state paranoia following exclusion would be associated with changes in self-esteem. Specifically, we expected the adverse experience of exclusion to influence both self-esteem and paranoia, as well as to show a relationship between the two. This study also tested if social exclusion would affect ‘implicit’ self-esteem. Recently, some studies have investigated implicit self-esteem within the context of paranoia using the IAT. This research typically examines discrepancies between self-reported and implicit self-esteem, and compares individuals with persecutory delusions with healthy and/or depressed controls (e.g., MacKinnon, Newman-Taylor, & Stopa, 2011; McKay, Langdon, & Coltheart, 2007; Moritz, Werner, & von Collani, 2006; Kesting, Mehl, Rief, Lindenmeyer, & Lincoln, 2011). Findings have been somewhat mixed however. The experimental approach adopted in this study may help to clarify some of these inconsistencies. Specifically, we hypothesized that exclusion would be associated with reduced self-esteem on the IAT and with increased self-esteem, as well as the relationship between the two (see Stewart, Stewart, & Hughes, 2016). Thus, while in some contexts self-esteem may indeed show causal influence with respect to paranoia, in other contexts (e.g., during deliteralization exercises or given higher state or trait acceptance) it need not.

1 While changes in self-esteem may precede or mediate changes in paranoia following social stress, from our perspective, the relationship between these variables is not invariably a straightforward causal one. From this point of view, events in the environment play an important role in influencing both levels of paranoia and self-esteem, as well as the relationship between the two (see Stewart, Stewart, & Hughes, 2016). Thus, while in some contexts self-esteem may indeed show causal influence with respect to paranoia, in other contexts (e.g., during deliteralization exercises or given higher state or trait acceptance) it need not.
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‘Me-Negative’ and ‘Others-Negative’ responding at the IRAP trial-type level. In light of evidence that positive self-evaluations may be maintained in paranoia (Kesting & Lincoln, 2013), we did not expect exclusion to influence responding on ‘Me-Positive’ IRAP relations.

2. Method

2.1. Participants

Ninety-seven volunteers (63 female, 31 male, 1 intersex, 2 non-binary, Mean age = 23.03, SD = 8.83) participated. Most were NUI Galway undergraduate Psychology students, who took part for course credit. Other NUI Galway students were recruited via advertisements. Forty-eight participants were randomly allocated to the ‘Exclusion’ (experimental) condition and 49 to the ‘Inclusion’ (control) condition.

2.2. Social exclusion using Cyberball

Cyberball (Williams et al., 2000) is a virtual ball toss game that has increasingly been used to examine social exclusion. Participants were told they would be involved in an ‘online game’ with other ‘players’, although these were actually computer-generated avatars. In the Exclusion condition, participants received the ball twice from the other players at the start of the game, but did not receive the ball again. In the Inclusion condition, participants received the ball an equal number of times to the other players. Each condition involved 30 ball tosses among three players (including the participant). In both conditions, the participant was free to decide to which player to throw the ball. The version of Cyberball used in this study (4.0) included features intended to increase the credibility of the paradigm, including names and photographs of the other players and a ‘chat box’.

2.3. Measures

2.3.1. Paranoia

‘Trait’ paranoia was assessed using the 18-item multi-dimensional Paranoia Checklist (Freeman et al., 2005). Items range from commonplace paranoid thoughts (e.g., “Bad things
are being said about me behind my back”) to less commonplace ideas (e.g., “There is a possibility of a conspiracy against me”), with each item rated on a five-point scale for frequency, conviction, and distress. The scale showed excellent internal reliability overall ($\alpha=.94$), as well as on the Frequency ($\alpha=.87$), Conviction ($\alpha=.85$) and Distress ($\alpha=.90$) subscales in the current sample.

Changes in state paranoia were assessed using a state-adapted version of the Paranoia Checklist (Westermann et al., 2012). Participants were asked to rate how strongly six of the original Paranoia Checklist items applied to them “at the moment”. The sum score was used as an index of state paranoia.

### 2.3.2. Explicit self-esteem

The 10-item Rosenberg Self-Esteem Scale (RSES; Rosenberg, 1965) is the most widely used measure of global self-esteem. Participants rate their level of agreement with each item on a four-point Likert scale. To assess state self-esteem before and after Cyberball, participants were asked to rate their agreement with the items “at the moment”. The RSES showed excellent internal reliability in the current sample ($\alpha=.88$).

### 2.3.3. Implicit self-esteem

The implicit measures used (IAT and IRAP) are computer-based tests that assess reaction time biases. The IAT stimuli are shown in Table 1. Seven trial blocks were presented with two critical test blocks (one consistent and one inconsistent with a positive self-esteem bias). Instructions for each block were presented onscreen.

The attribute/target stimuli for the implicit measures were the same for both the IAT and IRAP and were based on the self-esteem IRAP developed by Remue et al. (2013; 2014). On the IRAP however, the label stimuli presented at the top of the screen were “I am” and “Others are”. Two response options, “True” and “False”, were presented left and right bottom-screen, with positions counter-balanced over trials. In the IRAP, participants were
required to respond according to the rule “I am-Positive, Others are-Negative” on consistent blocks, and according to the reverse rule (“I am-Negative, Others are-Positive”) on inconsistent blocks. Following orally presented instructions, participants received between one and four pairs of practice blocks, each with 24 trials presented in quasi-random order. They had to meet criteria of ≥80% accuracy and mean latency <2500ms to progress to the test phase, which included exactly six test blocks.

On both the IAT and IRAP, if a correct response was emitted, the screen cleared for 400ms before presentation of the next trial. If an incorrect response was made, a red ‘X’ was presented and remained onscreen until the correct response was made. Accuracy and latency feedback were presented at the end of each block. Only data from test blocks of the IAT and IRAP were included in subsequent analyses.

2.3.4. Cyberball manipulation check

The Cyberball Questionnaire (Williams, et al., 2000; Williams, 2009) was administered post-Cyberball to assess group differences (Inclusion and Exclusion) in need satisfaction (belonging, self-esteem, meaningful existence and control) and mood (happiness, sadness, shame, anger, fear) and as a manipulation check. Participants rated agreement with statements related to need satisfaction on a five-point Likert scale. The mood section of the questionnaire was adapted as per Kesting et al. (2013), so that emotions were rated on a 10-point scale (1= “Does not apply”, 10= “Applies strongly”) and an additional item (“I am frustrated”) was included. For the manipulation check, participants had to rate how “ignored” and “excluded” they felt during the game on the 5-point Likert scale. They were also asked “Assuming that the ball should be thrown to each person equally (33% per player), what percentage of throws did you receive?”
Table 1.

*Stimuli presented within the IAT*

<table>
<thead>
<tr>
<th>Me vs. Others target stimuli</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Me</td>
<td>Others</td>
</tr>
<tr>
<td>I</td>
<td>Not me</td>
</tr>
<tr>
<td>Me</td>
<td>Them</td>
</tr>
<tr>
<td>My</td>
<td>They</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Positive vs. Negative attribute stimuli</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>valuable</td>
<td>helpless</td>
</tr>
<tr>
<td>happy</td>
<td>guilty</td>
</tr>
<tr>
<td>tender</td>
<td>desperate</td>
</tr>
<tr>
<td>friendly</td>
<td>sad</td>
</tr>
<tr>
<td>hopeful</td>
<td>rejected</td>
</tr>
<tr>
<td>competent</td>
<td>failed</td>
</tr>
</tbody>
</table>

2.4. Procedure

Previous research has suggested that presentation order of explicit and implicit measures has minimal effect on the output of either (e.g., Hofmann, Gawronski, Gschwendner, Le, & Schmitt, 2005); hence, for all participants, we presented implicit first. To allow for the possibility that Cyberball effects might be “washed out” after the first implicit measure post-Cyberball and before the second implicit measure post-Cyberball, order of implicit measures were counter-balanced across participants, as was block order (i.e., consistent-first versus inconsistent-first). After participants completed the IAT and IRAP at baseline, they completed the RSES, Paranoia Checklist, and state-adapted Paranoia Checklist. They were then randomly allocated to either the Cyberball Exclusion or Inclusion condition. Immediately after Cyberball, they completed the IAT and IRAP again followed by the RSES, state-adapted Paranoia Checklist, and Cyberball Questionnaire. To help maintain the effect of Cyberball during completion of all subsequent measures, an A5 paper screenshot of the three
avatars from Cyberball (with the ball being thrown between the two other ‘players’) was placed between the participant and keyboard for the remainder of the study. Participants were also prompted to mentally reflect on their experiences of the game between the measures.

2.5. Statistical analysis plan

One-way ANOVAs checked for potential between-groups differences (Exclusion vs. Inclusion) on all variables at baseline and on the Cyberball Questionnaire post-Cyberball. Bonferroni correction for multiple comparisons (α = .05 / 11 ≈ .0045) was used. Effects of social exclusion on state paranoia and explicit and implicit state self-esteem from baseline to post-Cyberball were examined using mixed ANOVAs with post-hoc tests. Cyberball condition (Inclusion vs. Exclusion) was the between-groups variable and time (baseline vs. post-Cyberball) the within-group variable. Effects with \( p \leq .05 \) were highlighted as statistically significant, while those with \( p \leq .1 \) were identified as trending toward significance. Effect sizes are discussed with reference to partial eta squared (\( \eta^2 \)) standard guidelines for ANOVA for identifying small (.01), medium (.06), and large (.14) effects.

3. Results

3.1. Data preparation

For purposes of data analysis, accuracy criteria were set at ≥75% (latency remained at 2500ms). IRAP data for five participants was lost for technical reasons; another five people failed to maintain IRAP accuracy criterion; one person withdrew from the study; and another was excluded due to familiarity with Cyberball. Hence, 85 participants were included in subsequent data analysis: 45 in the Inclusion condition (28 female, 16 male, 1 intersex; \( \text{Mean age} = 24.36, SD = 10.51 \)) and 40 in the Exclusion condition (27 female, 12 male, 1 non-binary; \( \text{Mean age} = 21.23, SD = 5.27 \)). No significant age or gender differences were observed between the Inclusion and Exclusion groups. The data were analyzed using SPSS Statistics 21. Kolmogorov-Smirnov tests indicated no violations of normality assumptions for
the RSES. However, normality assumptions were violated for the Paranoia Checklist and state-adapted Paranoia Checklist ($p \leq .001$). Inspection of histograms indicated positive skew on both measures, with most participants showing low trait and state paranoia, which was unsurprising given that the sample was recruited from the general, non-clinical population. Nonetheless, skew in the case of state paranoia data was considered sufficiently strong ($>1$) to warrant log-transformation.

3.2. Sample characteristics at baseline

The sample reported normative levels of RSES-measured self-esteem at baseline ($M = 18.11$, $SD = 5.15$). There was a moderate range of scores on the Paranoia Checklist (54-169; $M = 94.55$, $SD = 27.67$), as well as on the Frequency (15-58; $M = 27.25$, $SD = 9.87$), Conviction (19-63; $M = 32.58$, $SD = 9.19$), and Distress subscales (18-73; $M = 34.73$, $SD = 12.33$). One-way ANOVAs indicated no significant between-groups differences on any of the measures at baseline (all $p$s $\geq .046$).

Correlational analyses (Bonferroni $\alpha = .0045$) assessed the relationships among the measures at baseline (Table 2). Significant negative correlations were observed between RSES scores and Paranoia Checklist total, Frequency, Conviction, and Distress subscales, and state paranoia. Significant positive correlations were observed between the Paranoia Checklist total and its subscale scores, as well as state paranoia (all $p$s $\leq .001$). No significant correlations were observed between the implicit and explicit measures. Positive correlations between the ‘Others-Negative’ IRAP trial-type and the Frequency ($r = .226$, $p = .037$) and Conviction ($r = .226$, $p = .038$) subscales of the Paranoia Checklist trended towards significance.
Table 2.

Pearson’s correlations among measures of paranoia and explicit and implicit self-esteem at baseline (N = 85). Note, Me-Positive, Me-Negative, Others-Positive and Others-Negative represent each of the four IRAP trial-types.

<table>
<thead>
<tr>
<th></th>
<th>RSES</th>
<th>IAT</th>
<th>Me-Positive</th>
<th>Me-Negative</th>
<th>Others-Positive</th>
<th>Others-Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paranoia Total</td>
<td>-.590**</td>
<td>-.041</td>
<td>.139</td>
<td>-.135</td>
<td>.043</td>
<td>.175</td>
</tr>
<tr>
<td>Paranoia Frequency</td>
<td>-.560**</td>
<td>-.047</td>
<td>-.052</td>
<td>-.118</td>
<td>.086</td>
<td>.226*</td>
</tr>
<tr>
<td>Paranoia Conviction</td>
<td>-.481**</td>
<td>-.040</td>
<td>.144</td>
<td>-.133</td>
<td>.007</td>
<td>.226*</td>
</tr>
<tr>
<td>Paranoia Distress</td>
<td>-.517**</td>
<td>-.085</td>
<td>.163</td>
<td>-.110</td>
<td>.023</td>
<td>.042</td>
</tr>
<tr>
<td>State Paranoia</td>
<td>-.410**</td>
<td>.057</td>
<td>.176</td>
<td>-.133</td>
<td>-.071</td>
<td>.018</td>
</tr>
</tbody>
</table>

*p < .05   **p ≤ .001 (prior to Bonferroni correction)

3.3. Manipulation check

One-way ANOVAs assessed whether exclusion (vs. inclusion) during Cyberball had the intended negative impact on mood and related variables. The Exclusion group showed less belonging, self-esteem, meaningful existence, and control compared to the Inclusion group on the Cyberball Questionnaire (all ps < .001). Excluded participants also showed greater shame, sadness, anger, and frustration and less happiness than included participants (all ps < .001), and the difference in fear approached the Bonferroni-corrected significance level (p = .013). The Exclusion group also reported greater feelings of being ignored and excluded, as well as receiving fewer ball tosses (M = 7.48) than the Inclusion group (M = 28.09; all ps < .001).

3.4. Effects of exclusion on state paranoia

A mixed ANOVA explored between-groups differences in (log-transformed) state-adapted Paranoia Checklist scores from baseline to post-Cyberball. Levene’s test of equality of error variances indicated violation of normality assumptions, so results should be interpreted with caution. A significant group X time interaction effect was observed, $F(1,83)$
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$5.297, p = .024, \eta^2 = .06$. Effects approaching significance were observed for group, $F(1, 83) = 3.484, p = .065, \eta^2 = .04$, and time, $F(1, 83) = 3.131, p = .081, \eta^2 = .036$. Post-hoc comparisons indicated a significant increase in state-paranoia from baseline ($M = .93, SD = .14$) to post-Cyberball ($M = .96, SD = .15; p = .035$) for the Exclusion group only, and a significant between-groups difference post-Cyberball ($p = .024$).

3.5. Effects of exclusion on explicit self-esteem

A mixed ANOVA revealed a significant time X condition interaction effect on the RSES, $F(1, 83) = 4.750, p = .032, \eta^2 = .054$. The Inclusion group showed an increase in RSES score from baseline ($M = 18.24, SD = 4.82$) to post-Cyberball ($M = 18.82, SD = 5.25$), while the Exclusion group showed a decrease in RSES score from baseline ($M = 17.95, SD = 5.54$) to post-Cyberball ($M = 17.5, SD = 6.41$) (Figure 1).
3.6. Effects of exclusion on implicit self-esteem

One-way ANOVAs indicated no effect of order of implicit measures on IAT scores or IRAP trial-type scores at baseline or post-Cyberball.

3.6.1. IAT

IAT scores for the Inclusion and Exclusion groups at baseline and post-Cyberball are presented in Figure 2. One-sample t-tests indicated that both groups showed positive implicit self-esteem at baseline and post-Cyberball ($p < .001$). That is, in both groups, participants responded on average more quickly when asked to categorize ‘Me’ with ‘Positive’ and ‘Others’ with ‘Negative’ than ‘Me’ with ‘Negative’ and ‘Others’ with ‘Positive’. A mixed ANOVA revealed a significant time X condition interaction effect, $F(1,83) = 5.397$, $p = .023$, 

Figure 1.
Changes in mean self-reported state self-esteem from baseline to post-Cyberball for Inclusion and Exclusion groups. Standard error bars represent 95% confidence intervals.
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$\eta^2 = .061$, as well as a main effect for time, $F(1,83) = 19.064, p < .001, \eta^2 = .187)$. Post-hoc analysis indicated a significant reduction in IAT score from baseline to post-Cyberball for the Exclusion group only ($p < .001$), indicative of a reduction in implicit self-esteem.

**Figure 2.**
Changes in implicit state self-esteem as measured by mean IAT scores from baseline to post-Cyberball for the Inclusion and Exclusion groups, with standard error bars (95% confidence intervals). Asterisks denote scores significantly different from zero.

### 3.6.2. IRAP

Mean D-IRAP scores for each of the four IRAP trial-types for the Inclusion and Exclusion groups at baseline and post-Cyberball are presented in Figure 3. The D-IRAP scores provide an adjusted metric of the size of the difference in reaction times when participants are asked to respond “True” relative to “False” on the four combinations of label and target stimuli, or “trial-types”. One-sample t-tests indicated that both the Inclusion and
Exclusion groups demonstrated positive self-esteem at baseline and post-Cyberball on the ‘Me-Positive’ trial-type (all $p < .001$). The other three trial-types were not significantly different from zero at baseline. Post-Cyberball, the ‘Others-Positive’ trial-type was significant for both groups (all $p < .001$), indicative of an ‘Others-Positive’ bias. An effect trending towards significance was observed on the ‘Me-Negative’ trial-type for the Exclusion group post-Cyberball ($p = .081$), indicative of a ‘Me-Negative’ bias. A mixed ANOVA investigated between-groups differences on the four IRAP trial-types from baseline to post-Cyberball. Results showed main effects for time ($F(1,83) = 30.455, p < .001, \eta^2 = .268$) and group ($F(1,83) = 4.810, p = .031, \eta^2 = .055$). Post hoc tests showed significant increases in D-IRAP scores on the ‘Others-Positive’ trial-type from baseline to post-Cyberball for both Inclusion ($p = .014$) and Exclusion ($p = .022$) groups, indicating enhanced ‘Others-Positive’ bias. A between-groups difference on the ‘Me-Negative’ trial-type post-Cyberball trended towards significance ($p = .066$), suggesting more negative self-bias for the Exclusion group.
Figure 3.
D-IRAP scores for IRAP trial-types (Me-Positive, Me-Negative, Others-Positive, Others-Negative) at baseline (left-hand side) and post-Cyberball (right-hand side) for the Inclusion and Exclusion groups, with standard error bars (95% confidence intervals). Asterisks represent IRAP trial-types significantly different from zero.
3.7. Associations between state paranoia post-Cyberball, and changes in explicit and implicit self-esteem

Correlation analyses (with Bonferroni correction $\alpha = .0045$) were conducted to examine the relationships between changes in self-reported and implicit self-esteem (as measured by RSES, IAT and IRAP trial-type change scores) and state paranoia post-Cyberball. Negative correlations were observed between state paranoia and RSES change scores ($p = .003$), and trended towards significance between state paranoia and ‘Me-Positive’ trial-type change scores ($p = .021$). A negative correlation between change scores on the ‘Me-Negative’ and ‘Others-Positive’ trial-types trended towards significance ($p = .017$).

When examined separately, the negative correlation between ‘Me-Negative’ and ‘Others-Positive’ change scores reached significance for the Exclusion ($r = -.492, n = 40, p = .001$) but not the Inclusion group ($r = -.085, n = 45, p = .577$).

3.8. Moderating effect of trait paranoia dimensions on changes in state paranoia post-Cyberball

To investigate whether the effect of Cyberball condition on state paranoia was moderated by proneness to different dimensions of paranoia, we performed three moderation analyses using PROCESS for SPSS (Hayes, 2016) with Cyberball condition, mean Frequency/ Distress/ Conviction score on the Paranoia Checklist at baseline and the interaction term of Cyberball condition X Frequency/ Distress/ Conviction as predictors and state paranoia at post-Cyberball as the dependent variable (state paranoia at baseline was included as a covariate). A significant Cyberball condition X Distress ($p = .028$) moderation effect was found and was probed using the Johnson-Neyman technique to identify regions of significance. Results revealed a significant positive effect for those in the Exclusion group with a Distress score of ≥ 31, which was increasingly strong for higher Distress scores. This
applied to 55% of the sample. Thus, exclusion during Cyberball led to an increase in state paranoia in participants more distressed by paranoid thoughts at baseline.

4. Discussion

This study has shown that social exclusion during Cyberball was associated with increases in state-paranoia and decreases in self-reported self-esteem, that the effect of exclusion on state paranoia was moderated by distress associated with experiencing paranoid thoughts at baseline, and that state paranoia at post-Cyberball was associated with changes in self-reported self-esteem, replicating findings from previous studies (e.g., Kesting et al., 2013). This study also sought to examine whether exclusion might impact implicit self-esteem. On the implicit measures, all participants demonstrated high implicit self-esteem at baseline and post-Cyberball, as indicated by significant IAT scores and effects on the ‘Me-Positive’ trial-type on the IRAP. As hypothesized, the Exclusion group showed decreases in implicit self-esteem from baseline to post-Cyberball on the IAT. However, no changes on the ‘Me-Positive’ trial-type were observed on the IRAP post-Cyberball. Rather, participants who were excluded demonstrated an increased ‘Me-Negative’ bias and differed from included participants on this trial-type at post-Cyberball (though not significantly so). Interestingly, both groups demonstrated a significant ‘Others-Positive’ bias post-Cyberball. While this is understandable for the Inclusion group, it is surprising for the Exclusion group. Responses on the Cyberball Questionnaire and general feedback from excluded participants indicated they viewed the other ‘players’ negatively. Perhaps they viewed others as stronger or more powerful than previously, a suggestion supported by negative correlation between decreases on ‘Me-Negative’ and increases on ‘Others-Positive’ for excluded participants only.

The results obtained on the IRAP may clarify the IAT findings. That is, the observed decreases in implicit self-esteem on the IAT in the Exclusion group may be attributed to the increased ‘Me-Negative’ and ‘Others-Positive’ responding on the IRAP, rather than a
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decrease in positive self-esteem per se. These findings are consistent with previous evidence
that paranoia is associated with negative self-evaluations, whereas positive self-evaluations
can persist in persecutory delusions and paranoid ideation (Kesting & Lincoln, 2013). These
findings may also shed some light on existing theories of persecutory delusions. For instance,
the association between ‘Me-Negative’ and ‘Others-Positive’ responding following social
exclusion could be considered in terms of the purported ‘poor-me’ paranoia (Trower &
Chadwick, 1995), whereby individuals perceive others as ‘bad’ and the self as a victim.
However, we did not observe an association between state paranoia and these IRAP trial-
types, making it difficult to clarify the relationship between paranoia and this particular
pattern of responses to the self and others in this context. More generally, the findings that
global self-esteem (as measured by the RSES and IAT) decreased and ‘Me-Negative’
responding increased in response to social exclusion while state paranoia increased could be
interpreted in accordance with Bentall et al.’s (1994; 2001) argument that paranoia functions
to preserve self-esteem and avoid activation of negative self-beliefs by making externalizing,
personalizing attributions for negative events. On the other hand, increased paranoia
following social stress may be directly reflective of increased negative self-regard, as
proposed by Freeman et al. (2002). Future research examining the consequences of
responding to adverse interpersonal events with increased paranoid ideation may help shed
light on the function of paranoia in the context of social stress. For example, Lincoln et al.
(2014) investigated the impact of a paranoid (versus self-blame or neutral) explanation after
being excluded during Cyberball in a non-clinical sample. Results indicated that the paranoid
explanation increased self-esteem more than self-blame but that greater self-esteem recovery
was observed for the neutral compared to the paranoid explanation.

The finding that the distress associated with trait paranoia at baseline moderated the
effect of social exclusion on state paranoia is consistent with previous research by Kesting et
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al. (2013). Firstly, this finding supports the necessity for a multi-dimensional approach to paranoia as factors such as the distress associated with paranoid beliefs may be more relevant than the content of the belief alone with respect to the impact paranoia may have on functioning (e.g., Peters et al., 1999b; 2004). Secondly, this finding suggests that the affective component of paranoia may be pertinent to stress-sensitivity. Bell and Freeman (2014) proposed that ‘interpersonal sensitivity’, which refers to “feeling vulnerable in the presence of others due to the expectation of criticism or rejection” (p. 441), may be crucial to paranoia (e.g., Freeman et al., 2008; Masillo et al., 2012). Indeed, Bentall and Fernyhough (2008) have argued that a core process in paranoid belief systems is the expectation that negative interpersonal interactions will be experienced in future. These expectations and sensitivities may emerge through a history of adverse experiences (e.g., neglect, bullying, childhood trauma, see Bentall et al., 2014; Selten, van der Ven, Rutten, & Cantor-Graae, 2013; Valmaggia et al., 2015). Kesting and Lincoln (2013) proposed that negative self-beliefs, perceiving oneself as low in social rank and not accepted by others, and perceiving others negatively is likely shaped by adverse interpersonal experiences, which may be reactivated when the individual is exposed to social stress in future. The key point is that the role of self-esteem in paranoia may be strongly influenced by perceptions of others and this crucial relationship may involve specific negative beliefs about the self (e.g., as vulnerable) and others (e.g., as untrustworthy, see Freeman, 2007; Fowler et al., 2006; Freeman, Garety, Kuipers, Fowler, & Bebbington, 2002).

4.1. Limitations

One limitation is that the “Others” category as presented in the IAT and IRAP was left unspecified, hence conceptualizations of “Others” may have varied across participants at both time points (e.g., friends, strangers, disliked others, etc.). For example, participants may have conceptualized “Others” as the Cyberball ‘players’ post-Cyberball, but not at baseline.
Research by Karpinski (2004) and by Pinter and Greenwald (2005) have already highlighted the importance of clarifying the “Others” contrast category within the IAT.

4.2. Conclusions

These findings support the suggestion that investigations of self-esteem in paranoia should extend beyond global self-esteem to examine positive and negative components (Barrowclough et al., 2003). Measures of global self-esteem and reliance solely on self-report measures may not allow the methodological precision needed to investigate this domain. The non-relative nature of the IRAP may offer advantages over measures like the RSES and IAT in this regard. Also, the subtle changes in negative self-regard captured by the IRAP support the idea that fluctuations in self-esteem (and negative self-evaluations in particular) may be more pertinent to paranoia than global self-esteem as argued by Bentall et al. (2001). Furthermore, as these fluctuations were associated with adverse interpersonal events, future studies should examine how such experiences impact responding to the self and others and how this relates to paranoia in the short-term and across time.
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